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Background and Process

Current Project
Forecasting Multiple Time Series Simultaneously for Covid-19

Models Used:

ETS – Error, Trend, Seasonality

ARIMA – Autoregressive Integrated Moving Average

SARIMA – Seasonal Autoregressive Integrated Moving Average

VAR – Vector Autoregression

LSTM – Long Short-Term Memory (Recurrent Neural Network)

Evaluating Using Probabilistic Forecast

Using Intervals for Prediction Instead of Points

Get Data

Transform 
Data

Determine/ 
Train Model

Model 
Evaluation

Get Short Term 
Prediction

Inverse 
Transformation

Non-Stationary: Statistical Properties 

(Mean and Variance) Not Constant

Data: Hospitalizations, Cases, Deaths 

from Covid-19 in the United States by 

Week (CDC Covid-19 ForecastHub)

Transformation: Box Cox
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Future Work
Using Models to Forecast National and Other States’ Covid-19 

Cases

Further Exploration of VAR Model for Modeling Three Time Series 

at Once (Deaths)

LSTM Models with Covid-19 Deaths (Both Separate from and 

Joined with Cases and Hospitalizations)

Determining Waves, Onsets, Peaks with Long Term Forecasts

Seasonal Models

ETS: Separates Model into Trend and Seasonal Components 

and Uses Residuals as Error

SARIMA: Same as ARIMA but Accounts for Seasonal Patterns

Little to No Seasonal Component in Covid-19 Time Series

Can Only Forecast Univariate Time Series
Figure: Covid-19 Cases (Virginia) Broken into Trend, 

Seasonal, and Error Components

ARIMA(p,d,q)

LSTM
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Figures:

1: Predictions for Cases (95% CI)

2: Predictions for Hospitalizations (95% CI)

3: MAE Comparison

Takes Multivariate Series and 

Captures Their Relationship 

Over Time

Figure 3

Figures:

1: Predictions for Cases with 95% CI

2: Predictions for Hospitalizations with 95% CI

3: MAE Comparisons

Figure 2: LSTM with Input [yt-1, yt]

Figure 3: LSTM with Input [yt-3, yt-2, yt-1, yt]

Figure 4: LSTM with Input [yt-5, yt-4, yt-3, yt-2, yt-1, yt]

Figure 1: LSTM Model

Figure 5

Figures:

5: Multivariate Models for Cases (Lowest Test MAE Bolded)

6: Multivariate Models for Hospitalizations (Lowest Test MAE Bolded)

7: Case Only Model (Lowest Test MAE Bolded)

8: Hospitalization Only Model (Lowest Test MAE Bolded)

y’ t = c + ϕ1y’t-1 + ⋯ + ϕpy’t-p + θt-1εt-1 + ⋯ + θqεt-q + εt

Sequential Model

Past Information Flows Through Memory Cell (“Cell 

State” t-1) and “Remembers” Past Information

Current Data Input and Run Through Sigmoid (How 

Much Information to “Forget”)

Data Outputs Through Hidden State And Cell State
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